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**Abstract**

Human rapport is built over time—through tone, timing, memory, and mutual repair. Yet most AI systems treat each interaction statelessly, ignoring the very features that build trust in human conversation. This paper introduces **Predictive Rapport Modeling (PRM)**: a dynamic system that uses turn-level memory, emotional inference, and behavioral micro-adjustments to measure and strengthen rapport over time. Rapport becomes a signal, not a byproduct.

**1. Introduction**

**1.1 Rapport Is Not Optional**

* In tutoring, therapy, companionship, or collaboration, users need to **feel seen**
* Rapport is the substrate of:
  + Trust
  + Willingness to continue
  + Interpretation of tone

**1.2 Why Current Systems Fail**

* Stateless by design
* No memory of user rhythm, tone, or frustration tolerance
* Misreads friction as failure, or masks drift as fluency

**2. What is Predictive Rapport?**

**2.1 Rapport as a Signal**

* Defined as: **mutual alignment of tempo, tone, intent, and repair**
* Not binary (“has rapport” / “doesn’t”)—but **scalar and time-sensitive**

**2.2 Why Predictive?**

* The system should **anticipate rapport collapse** before it happens
* Adjust in real time via:
  + Pacing
  + Clarification
  + Tone shift
  + Memory recall

**3. Core Components**

**3.1 Turn-Level Temporal Modeling**

* Measures latency, interruption, pacing mismatch
* Adjusts tempo to match user rhythm

**3.2 Emotional Inference**

* Maps tone + word choice to emotional state
* Maintains confidence-weighted *emotional trajectory*

**3.3 Interactional Memory Graph**

* Logs:
  + Topics that go well or poorly
  + Moments of misfire
  + What tone recovered a broken interaction

**4. Intervention Strategies**

**4.1 Rapport Decay Detection**

* Indicators:
  + Short, abrupt user replies
  + Sudden tone change
  + Repetitive clarification requests
* AI can then:
  + Slow down
  + Summarize
  + Ask meta-questions: “Is this helping?”

**4.2 Proactive Repair**

* “Let me try that another way.”
* “Earlier we talked about X—do you still feel that applies?”
* “I might be misunderstanding—want to reframe?”

**5. Scoring and Feedback Loops**

**5.1 Rapport Score**

* Real-time scalar updated per turn
* Can optionally be user-visible or used internally to gate behavior (e.g., escalation to fallback agent)

**5.2 Reinforcement Logic**

* Successful alignment → small reward spike (Paper 5: Token Economies)
* Friction repair → larger reinforcement (humans trust those who fix, not just flow)

**6. Personality-Aware Rapport**

**6.1 Interactional Style Profiles**

* “Likes brevity”
* “Responds best to analogies”
* “Emotionally avoids direct conflict”

**6.2 Personality-Specific Trust Repair**

* Different personas (Paper 8: PBH) may restore rapport in different ways
  + Auditor → concise clarification
  + Companion → affirmation and patience
  + Tutor → analogy + recap

**7. Related Papers**

* **Paper 1 (AI Nurse)** – flags potential trust collapse
* **Paper 2 (Trust Under Pressure)** – arbitration can be triggered by rapport drop
* **Paper 3 (Simulated Memory Fading)** – rapport decay influences memory visibility
* **Paper 5 (Token Economies)** – rapport change affects token flow
* **Paper 9 (Full-Duplex Interaction)** – rapport modeled at voice-level pacing
* **Paper 10 (Metaphor-Based Calibration)** – metaphor is a high-fidelity rapport restoration tool

**8. Use Cases**

* **Therapeutic agents** – emotional mismatch causes serious harm
* **Tutors** – rapport affects comprehension and motivation
* **Creative partners** – good rapport allows for risk, experimentation, silence

**9. Future Work**

* Rapport profile export/import across agents
* Longitudinal rapport graphs
* Comparing user-reported trust with system-modeled rapport

**Appendix**

* Rapport decay curve visualizations
* Turn-based rapport logs
* Memory schema for rapport repair events